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Fig. 1. Reconstructing a polygonal surface with clean line-type features from a noisy point cloud. From left to right: (a) The input point cloud is noisy and does not have reliable normal information. (b) The point locations and normal vectors are optimized simultaneously such that the resulting point cloud is as locally planar as possible (the normal vectors of the denoised point cloud are visualized in a color-coded style). (c) We augment the point set by predicting more points that are deemed to be located on potential geometry edges; See the points colored in red. (d) Based on a power-diagram decomposition restricted on the base surface (obtained by Poisson reconstruction), the resulting polygonal surface interpolates the augmented point set and naturally aligns with feature lines.

Feature lines are important geometric cues in characterizing the structure of a CAD model. Despite great progress in both explicit reconstruction and implicit reconstruction, it remains a challenging task to reconstruct a polygonal surface equipped with feature lines, especially when the input point cloud is noisy and lacks faithful normal vectors. In this paper, we develop a multistage algorithm, named RFEPS, to address this challenge. The key steps include (1) denoising the point cloud based on the assumption of local planarity, (2) identifying the feature-line zone by optimization of discrete optimal transport, (3) augmenting the point set so that sufficiently many additional points are generated on potential geometry edges, and (4) generating a polygonal surface that interpolates the augmented point set based on restricted power diagram. We demonstrate through extensive experiments that RFEPS, benefiting from the edge-point augmentation and the feature preserving explicit reconstruction, outperforms state-of-the-art methods in terms of the reconstruction quality, especially in terms of the ability to reconstruct missing feature lines.
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1 INTRODUCTION

Inferring geometry from a low-quality point cloud belongs to the reverse engineering category, which is a fundamental problem in computer-aided design [Bénier et al. 2013; Birdal et al. 2019; Li et al. 2019; Sommer et al. 2020; Willis et al. 2021]. Line-type features are critical geometric cues and can help characterize the structure of a
CAD model, and thus serve as a base for a wide range of semantic manipulation tasks [Kös et al. 2000; Wu and Kobbelt 2005; Zhang et al. 2020]. In this paper, we take a noisy point cloud (the ground truth is a CAD model) without reliable normal vectors as the input and study how to recover a clean polygonal model exhibiting neat feature lines.

The challenges are two-fold. On the one hand, the general input point cloud contains few points that are precisely located on the underlying geometry edges. There are some point consolidation approaches [Cheng et al. 2019; Huang et al. 2013; Yu et al. 2018] that aim at increasing the point density in the edge zone, but the added points do not define feature lines of the target polygonal surface due to imprecise positions or insufficient density. There are also some approaches [Dan and Lancheng 2006; Ma and Kruth 1998; Naik and Jain 1988] that separate the given points into a collection of patches, followed by fitting a smooth surface to each patch. However, it is hard to find the best decomposition that reveals the structure of the underlying CAD model. On the other hand, it is non-trivial to fully respect the line-type features during the mesh generation step. The existing explicit reconstruction approaches lack effective techniques to prioritize the connections between edge points.

In this paper, we introduce two separate techniques to deal with the above-mentioned difficulties. First, we observe that in the neighborhood of an edge point, the distribution of normal vectors can be represented as a combination of two independent sub-distributions with equal measure, and each sub-distribution is as simple as a Dirac delta function. Based on this observation, we formulate the identification of the edge zone as a discrete optimal mass transport problem, which can help regularize point locations and normal vectors, and predict the edge points as well. Second, we suggest using the restricted power diagram (RPD) to build connections between points. Compared with the restricted Voronoi diagram (RVD), the RPD not only has the nice feature of the RVD, but also allows to set a larger weight for edge points, thus encouraging edge points to naturally form feature lines with a higher priority than other points.

We propose a multistage algorithm named RFEPS to reconstruct a clean polygonal surface while manifesting the line-type features of CAD models. Our algorithm begins with a denoising step, which the point locations and the normal vectors are optimized simultaneously based on the assumption that a CAD-type point cloud tends to be locally planar; See Figure 1(b). Next, we generate sufficiently many additional points that are on potential geometry edges; See Figure 1(c). Finally, we run the Poisson reconstruction solver to get a base surface and then compute the restricted power diagram (RPD) to the base surface. The dual of the RPD reports a feature preserving polygonal mesh that interpolates the denoised and augmented point set; See Figure 1(d). Figure 2 shows a gallery of reconstruction results produced by our method. More tests on both synthetic and raw-scan data are provided in Section 4. We further demonstrate the utility of our approach in shape edit tasks; See Figure 21 in Section 4.9.

To summarize, our contributions are threefold:

1. We propose a multi-stage algorithm that transforms a noisy point cloud of a CAD model into a watertight manifold polygonal surface with neat feature lines.
2. We classify the points into nearby-edge points and off-edge points using a discrete optimal mass transport formulation, which enables us to generate sufficiently many additional points that are accurately located on potential geometry edges.
3. We set a larger weight for the newly added edge points and then use the restricted power diagram to reconstruct a polygonal surface that interpolates the augmented point set and aligns with the edges of the geometry.

2 RELATED WORK

Point Cloud Consolidation. There has been a large body of literature on consolidating point clouds in the past decade. Most of them assume that the underlying surface is globally smooth. Alexa et al. [2001] suggested using moving least square (MLS) to increase or decrease the density of the points, allowing an adjustment of the spacing among the points. Lipman et al. [2007] presented a locally optimal projection operator (LOP) that provides a second-order approximation to the underlying smooth surface, thus facilitating resampling of the original point data. Huang et al. [2009] proposed a weighted LOP for denoising and outlier removal from imperfect point data, producing a set of evenly distributed particles that accurately adheres to the captured shape. However, the aforementioned approaches are weak in dealing with sharp features, which motivates researchers to consider line-type features on point-sampled geometry during point consolidation [Fleishman et al. 2005; Guennebaud et al. 2004; Pauly et al. 2003]. Avron et al. [2010] defined an $l_1$-sparse optimization to denoise the input point cloud assuming that the target surface consists mainly of smooth patches, where the residual of the objective function is strongly concentrated near sharp
features. Liao et al. [2013] took both spatial and geometric feature information into consideration for feature-preserving approximation. Huang et al. [2013] presented Edge-Aware Resampling (EAR) that re-samples the points away from the edges and then progressively fills the gap between the planes. Although the point density near the edges is increased, the added points are not precisely located on the edges. Lu et al. [2020] proposed a low-rank matrix approximation algorithm that can robustly estimate normals for both point clouds and meshes, which is helpful for edge-preserving upsampling. Recently, Chen et al. [2021] presented a two-phase algorithm for extracting line-type features from point clouds. But the accuracy of the predicted edge points is decreased if noise exists.

With the emergence of learning techniques, many data-driven approaches have been proposed to improve the robustness of edge detection and the preservation of sharp edges. To the best of our knowledge, EC-Net [Yu et al. 2018] is the first learnable edge-aware method that formulates a regression component to simultaneously recover 3D point coordinates and point-to-edge distances from up-sampled features and an edge-aware joint loss function to directly minimize distances from output points to 3D meshes and edges. However, EC-Net cannot capture line-type features very precisely. Loizou et al. [2020] formulated the detection of sharp edges as a classification problem and adopted the extended EdgeConv [Wang et al. 2019] to accomplish this task. It has to leverage an additional post-processing step of Graph-Cut [Boykov et al. 2001] to generate reliable results. Wang et al. [2020a] suggested representing edges as a collection of parametric curves and proposed an end-to-end learnable technique to identify feature edges. PC2WF [Liu et al. 2021] introduced an end-to-end trainable deep network architecture to accomplish this challenging task, i.e., directly converting a 3D point cloud into a wireframe model. Nevertheless, the performance of these data-driven approaches could be influenced by the quantity, quality and relevance of the training dataset. Such approaches [Wang et al. 2020b] may produce promising results for a similar input but could be inadequate for different conditions (e.g., noise level).

**Feature Preserving Surface Reconstruction.** Sharp features need to be carefully handled in many geometry processing tasks. A typical situation is that the target surface may consist of smooth patches separated by feature lines [Huang and Ascher 2008; Shen et al. 2022; Zhang et al. 2015], especially in the field of CAD. Owing to the piecewise shape representation, Du et al. [2021] proposed a representation of Boundary-Sampled Halfspaces (BSH). Therefore, it is necessary to preserve line-type features in reconstructing a CAD model. Öztireli et al. [2009] proposed to detect sharp features automatically by measuring the differences between normal vectors. However, the final surface is still differentiable (and thus smooth). Wang et al. [2013] gave a kernel-based scale estimator that is used to estimate the best tangent planes and remove outliers. Salman et al. [2010] suggested using a feature detection process based on the covariance matrices of Voronoi cells to extract a set of sharp features, which facilitates feature preserving mesh generation. Dey et al. [2012] proposed to identify and reconstruct feature curves based on the combination of the Gaussian weighted graph Laplacian and the Reeb graphs. The surface reconstruction step of their algorithm is akin to the Cocone reconstruction [Amenta et al. 2000] except that the algorithm uses a weighted Delaunay triangulation technique that allows protection of the feature samples with balls. Digne et al. [2014] advocated for iteratively simplifying the initial 3D Delaunay triangulation through optimal transport, where sharp
features and boundaries are well-preserved due to the usage of a feature-sensitive metric between point sets and triangle meshes. Xiong et al. [2014] proposed a framework that optimizes mesh geometry and connectivity simultaneously from the unoriented point cloud based on dictionary learning [Wright et al. 2010]. Empirical evidence shows that the task of feature preserving reconstruction is challenging when the points in the edge zone are sparse.

3 METHOD

Given a noisy point cloud of a CAD-type model, the goal is to reconstruct a clean polygonal surface with neat line-type features. The most important task is to predict additional points that are able to encode the edge of the geometry. For that, it is necessary to regularize point locations and normal vectors in advance. This inspires us to propose a multi-stage algorithm; See Figure 3.

Step 1. Initialize the normal vectors and filter out the noise of the input point cloud. The two operations are conducted at the same time; See Figure 3(b).

Step 2. Identify the points in the edge zone by discrete optimal transport; See Figure 3(c).

Step 3. Refine normal vectors based on the assumption that the target model is locally planar; See Figure 3(d).

Step 4. Fine-tune point locations to adapt to the regularized normal information; See Figure 3(e).

Step 5. Predict additional points that are on the potential edges of the geometry; See Figure 3(f).

Step 6. Compute the restricted power diagram (RPD) on the base surface produced by screened Poisson reconstruction (SPR); See Figure 3(g).

Step 7. Extract the dual of the RPD, giving the reconstructed polygonal surface that recovers the missing feature lines; See Figure 3(h).

In the following, we explain why the steps are organized in such a style. Step 1 and Step 2 are used to find the edge zone, which does not depend on highly accurate point locations or normal vectors. Step 3, Step 4, and Step 5 are used to generate additional points on the edges of the geometry. The underlying observation is that a sufficiently small area around an edge point can be approximated by two half-planes (a feature-line point) or more half-planes (a feature-tip point). Step 6 and Step 7 focus on interpolating the augmented point set with a triangle mesh, where the key is to guarantee that the connections between predicted edge points exactly report the feature line.

3.1 Point Cloud Denoising and Normal Initialization

Denoising the given noisy point cloud \( P = \{ p_i \}_{i=1}^n \) is a necessary step to guarantee that the final reconstructed result consists mainly of simple patches. As point locations \( \{ p_i \}_{i=1}^n \) and normal vectors \( \{ n_i \}_{i=1}^n \) are mutually influenced, we optimize them jointly. By allowing a point \( p_i \) to move along the normal direction \( n_i \), we use \( p_i' = p_i + \epsilon_1 n_i \) to denote the new position of \( p_i \). Let

\[
M_{3\times 3}^{p_i} \triangleq \sum_{p_j \in \text{Neigh}(p_i)} (p_i' - p_j') (p_i' - p_j')^T,
\]

where the neighborhood of \( p_i \) is measured by a \( r \)-radius ball. In the default setting, \( r = 2\delta \), i.e., twice the average gap \( \delta \) between points. \( M_{3\times 3}^{p_i} \) is the covariance matrix, at \( p_i \), whose eigenvectors encode the orientation of the local surface. If \( n_i \) can reflect the real normal information at \( p_i \), then \( M_{3\times 3}^{p_i} n_i \) should be close to a null vector. At the same time, we have to control the degree of denoising. Inspired by Principal Component Analysis (PCA) [Pearson 1901], we have the following objective function with \( \{ \epsilon_i \}, \{ n_i \} \) being the joint variables:

\[
\min_{\{ \epsilon_i \}, \{ n_i \}} \left\{ \sum_{i=1}^n \| M_{3\times 3}^{p_i} n_i \|^2 + \xi \sum_{i=1}^n \epsilon_i^2 \right\},
\]

where \( \xi \) is a parameter to balance noise removal and fidelity. We set \( \xi = 0.1 \) by default in our experiments. Figure 3(b) shows the denoised result.

Optimization details. To guarantee \( n_i \) to be a unit vector, we parameterize it as

\[
\left( \sin(u) \cos(v), \sin(u) \sin(v), \cos(u) \right).
\]

Initially, \( \epsilon_i = 0, i = 1, 2, \ldots, n \). We initialize \( \{ n_i \} \) by the PCA implementation included in PCL [Rusu and Cousins 2011]. Note that it takes orientation consistency into account. We test how our algorithm is sensitive to the orientation consistency in Section 5 by randomly flipping 5% to 20% of the total orientations.

Remark. We observe that the step of denoising and the step of detecting the edge zone are mutually influenced, i.e., it is impossible to completely eliminate data noise before the edge zone is detected. Therefore, Eq. (2) makes the distribution of points better comply with the features of a CAD model, thus enhancing the robustness of the subsequent steps. It is not purely for denoising points and normal vectors.

3.2 Edge Zone Identification

Observation. Generally, the surface of a CAD model consists of multiple smooth-and-simple pieces. Suppose that the point \( p_i \) is located in a nearly flat region. The probability density function (PDF) of the normal vectors nearby \( p_i \) can be approximated by a single Dirac delta function (multiplied by a vector). If \( p_i \) is very close to an edge, instead, the PDF can be represented as a combination of two separate Dirac delta functions. Furthermore, the two sub-distributions have nearly equal quantities. (If \( p_i \) is near a corner point, the PDF can be decomposed into three or more separate Dirac delta functions.) Suppose that \( p_i \) is located on the edge of the geometry; See Figure 4. The yielded normal vectors by Step 1 are visualized in Figure 4(a), and they define the source distribution. The target distribution is given by two separate normal vectors (shown in Figure 4(b)). Rather than use k-means to explicitly cluster the normal vectors into two groups, we provide a more accurate measure to characterize the difference between the source distribution and the target distribution.

\[\text{In this paper, we compute } \delta \text{ as follows. First, we find the nearest six neighbors for each point and keep down six distance values. Second, we compute } \delta \text{ by averaging the } 6n \text{ distance values, where } n \text{ is the number of vertices.}\]
where whose representative normal vectors are \( \hat{n}_i \). Therefore, the squared transport cost

\[
\min \left\{ \sum_{p_j} \lambda_j \left[ \| n_j - \hat{n}_i \|^2 + (1 - \lambda_j) \| n_j - \hat{n}_2 \|^2 \right] \right\}
\]

is very close to 0, where \( \lambda_j \in \{0, 1\} \) is used to define the proportion of \( n_j \) transported to \( \hat{n}_1 \). When the above objective function gets minimized,

\[
\lambda_j = \begin{cases} 
1 & \text{if } n_j \text{ is closer to } \hat{n}_1, \\
0 & \text{otherwise.}
\end{cases}
\]

Since the two clusters of normal vectors have the nearly equal quantity, we have

\[
\sum_{p_j \in \text{Neigh}(p_i)} \lambda_j \approx \frac{k}{2},
\]

where \( k \) is the number of points in \( p_i \)'s neighborhood. This inspires us to characterize the edge zone by the following formulation:

\[
\min_{\{\lambda_j\}_{p_j \in \text{Neigh}(p_i)}} \sum_{p_j \in \text{Neigh}(p_i)} \left\{ \lambda_j \rho_1 + (1 - \lambda_j) \rho_2 \right\},
\]

\[
\begin{align*}
\rho_1 &= \| n_j - \hat{n}_1 \|, \\
\rho_2 &= \| n_j - \hat{n}_2 \|, \\
0 &\leq \lambda_j \leq 1, \\
\lambda_j &\leq 1, \\
\sum_{j=1}^k \lambda_j &= k, \\
\| \hat{n}_1 \| &= 1, \| \hat{n}_2 \| = 1.
\end{align*}
\]

The above formulation is to characterize the degree of deviation from the current vector-normal distribution to a "perfect" geometry edge (the normal vector for a point in the neighborhood is either \( \hat{n}_1 \) or \( \hat{n}_2 \); the number of points with \( \hat{n}_1 \) is equal to that with \( \hat{n}_2 \). To better explain the insight, we make a toy model, as Figure 5 shows, to observe how the transport cost of Eq. (7) changes across the edge of the geometry. On the one hand, it can be seen that the transport cost is very close to 0 for a point in the flat region or on the edge. On the other hand, the angle between \( \hat{n}_1 \) and \( \hat{n}_2 \) reaches the maximum when the point arrives at the edge (like point c in Figure 5). We propose a geometrically meaningful rule to identify the edge zone.

**Three situations.** Upon Eq. (7) being optimized, the angle between \( \hat{n}_1 \) and \( \hat{n}_2 \), denoted by \( \text{Angle}(\hat{n}_1, \hat{n}_2) \), can be used to distinguish flat regions from edge zones. But we observe that if \( p_i \) is located on thin tubes, both the angle \( \text{Angle}(\hat{n}_1, \hat{n}_2) \) and the transport cost (the function value) \( \text{Cost}(p_i) \) are large. Therefore, we consider the following three situations:

**Situation 1:** \( \text{Angle}(\hat{n}_1, \hat{n}_2) \leq \pi/6 \). We take the base point \( p_i \) as an off-edge point.

**Situation 2:** \( \text{Angle}(\hat{n}_1, \hat{n}_2) > \pi/6 \) and \( \text{Cost}(p_i) \leq 0.25 \). We label the base point \( p_i \) with "edge-zone".

**Situation 3:** \( \text{Angle}(\hat{n}_1, \hat{n}_2) > \pi/6 \) and \( \text{Cost}(p_i) > 0.25 \). We also take \( p_i \) as an off-edge point.

**Implementation Details.** It's worth noting that the step of edge zone identification assumes that the problem of normal orientation consistency for the whole point cloud has been addressed in the previous step. The initial values of \( \hat{n}_1 \) and \( \hat{n}_2 \) are given by running \( k \)-means for the normal vectors produced in Sec. 3.1 and the target distribution \( \mu_t \) as two independent Dirac delta functions; See Figure 4(b).

**Fig. 4.** An illustrative example for demonstrating the source distribution (a) and the target distribution (b).

**Fig. 5.** We plot the transport cost given by Eq. (7) and the angle between \( \hat{n}_1 \) and \( \hat{n}_2 \) by moving a point across the edge of the geometry.
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Obviously, Eq. (9) depends on normal orientation consistency. We assume that the consistency problem is addressed in Step 1. At the end of the optimization, we compute \( \sum_{j=1}^{k} \lambda_j^{(1)} \cdot \sum_{j=1}^{k} \lambda_j^{(2)} \), and \( \sum_{j=1}^{k} \lambda_j^{(3)} \) to see which is the largest. We then use the most significant normal vector among \( \hat{n}_1 \), \( \hat{n}_2 \), and \( \hat{n}_3 \) to update \( p_i \)’s normal vector. The whole regularization step is accomplished by repeating the operation for each point; See Figure 3(d) for illustration. It’s worth noting that both Eq. (8) and Eq. (9) are operated by optimization, instead of k-means. We discuss the difference between k-means and our formulation in Section 4.6.

### Point Location Refinement

Next we come to jointly optimize the point locations to coincide with the regularized normal vectors. Like the formulation of Eq. (2), we suggest the following optimization:

\[
\min_{\{z_i\}} \sum_{i=1}^{n} \sum_{p_j \in \text{Neigh}(p_i)} \| M_{3 \times 3}^j n_i \|^2 ,
\]

where \( \text{Neigh}(p_i) \subset \text{Neigh}(p_j) \) includes only those neighbors with similar normal vectors, i.e., \( (n_j, n_i) \leq \frac{\pi}{2} \). Furthermore, it is worth noting that Eq. (10) does not include the term \( \sum \varepsilon_i^2 \). The normal vectors, after being regularized, are more faithful, and thus excluding the term can make the resulting point cloud more locally planar. See Figure 3(e) for the refinement result.

### Edge Point Generation

Let \( p_1 \) be a point identified in the edge zone. Each point \( p_j \in \text{Neigh}(p_i) \) defines a tangent plane \( \Pi \triangleq (p_j, n_j) \), and \( \Pi \) goes through the nearby geometry edge. Similar to [Chen et al. 2021], we project \( p_1 \) to the closest point on a feature line by introducing following optimization with long-distance punishment:

\[
\min_{z_i} \sum_{p_j \in \text{Neigh}(p_i)} \left( (z_i - p_j) \cdot n_j \right)^2 + \mu \| z_i - p_i \|^2 ,
\]

where \( \mu \) helps pull the projection \( z_i \) to the closest point on the feature line. (Note that, if \( p_i \) is near a corner point, minimizing \( \sum (z_i - p_j) \cdot n_j \) can also pull \( p_i \) towards the corners.) By default, \( \mu \) is set to 0.01 in our experiments. See Figure 3(f) for generated edge points.

### 3.4 Feature Preserving Interpolation-Based Reconstruction

The final stage involves surface reconstruction. As it is hard for implicit approaches to handle feature lines, we generate a polygonal surface that interpolates the augmented point (edge points included). The restricted Voronoi diagram (RVD) [Edelsbrunner and Shah 1994; Yan et al. 2014, 2009] is a commonly used tool for mesh generation. As Khoury and Shewchuk [2016] pointed out, the RVD can yield a high-quality approximation of the underlying surface if one can find a base surface that is sufficiently close to the target surface (the admissible deviation is related to local feature size). However, the Voronoi Diagram treats each site with equal importance, thus the resulting triangulation will not be explicitly aligned with the potential feature line if the edge points are not dense enough; See Figure 6(a,b). We observe that the power diagram is a better tool for preserving potential feature line if the edge points are not dense enough; See Figure 6(c,d).

In our scenario, we first generate the base surface by running the screened Poisson reconstruction solver on the augmented point set. Next, we project each point onto the reconstructed surface and use the restricted power diagram (RPD) [Basselin et al. 2021] to infer...
4 EXPERIMENTAL RESULTS

4.1 Experimental Setting

Experimental Platform and Parameters. We experiment on a computer with an AMD Ryzen 9 5950X CPU and 32 GB memory. Since

Table 1. Evaluating various point consolidation approaches for point cloud inputs with varying levels of noise.

<table>
<thead>
<tr>
<th></th>
<th>OCD (×10^4) ↓</th>
<th>OECD (×10^4) ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-noise</td>
<td>0.089 0.189 0.327 0.544</td>
<td>0.108 0.136 0.159 0.149</td>
</tr>
<tr>
<td>0.25%</td>
<td>0.085 0.308 0.948 3.202</td>
<td>0.097 0.140 0.142 0.147</td>
</tr>
<tr>
<td>0.5%</td>
<td>0.215 0.337 0.450 1.337</td>
<td>0.132 0.134 0.137 0.144</td>
</tr>
<tr>
<td>1.0%</td>
<td>0.097 0.303 1.012 3.385</td>
<td>0.112 0.138 0.138 0.142</td>
</tr>
<tr>
<td>MFLE</td>
<td>0.087 0.307 0.958 3.243</td>
<td>0.105 0.140 0.146 0.145</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>0.084 0.140 0.316 0.572</strong></td>
<td><strong>0.079 0.102 0.122 0.140</strong></td>
</tr>
</tbody>
</table>

some learning-based approaches are included for comparison, we run them on NVIDIA RTX 2080Ti card. All the point cloud models are normalized to a range of [−0.5, 0.5]³. We extract 50K surface samples from each model by white noise sampling [Jacobson et al. 2021]. All the experiments follow the same parameter setting, i.e., \( \xi = 0.1, r = 2\xi \) and \( \mu = 0.01 \), where the meaning of the parameters can be found in Eq. (2) and Eq. (11). We use the LBFGS function in the ALGLIB solver [Bochkanov 1999] for solving constrained optimization problems defined in Section 3, and we set the constraints by the function “minbleicsetl”. The termination condition for all the optimization problems is set by requiring the gradient norm not to exceed \( 10^{-4} \), except that the tolerance for Eq. (11) is set to \( 10^{-6} \) for higher accuracy. Besides, we extend the implementation of the restricted Voronoi diagram [Lévy and Liu 2010] to compute the restricted power diagram.

Datasets. Our tests are made on both synthetic and raw-scan data, where the synthetic point cloud data is sampled from the models in the ABC dataset [Koch et al. 2019]. As some models have defects (e.g., self-penetration), we select 100 models from the dataset. For each model, we sample 50K points with white noise sampling [Jacobson et al. 2021] to get noise-free data. Additionally, we add different levels of Gaussian noise to generate noisy data, i.e., 0.25%, 0.5%, 1% of the diagonal length of the bounding box.

Evaluation Metrics. The topic of this paper is related to both point consolidation [Huang et al. 2009] and surface reconstruction. We use the one-sided Chamfer Distance (OCD) and one-sided Edge Chamfer Distance (OECD) to measure how close the consolidated point cloud is to the ground-truth surface, where OECD is obtained by computing the average deviation for those points within a distance of less than 0.005 to feature lines.

To evaluate the accuracy of the reconstructed mesh, we use three indicators, including Chamfer Distance (CD), F-score (F1), and Normal Consistency (NC). We also use Edge Chamfer Distance (ECD) and Edge F-score (EF1) proposed by NMC [Chen and Zhang 2021] to measure the sharpness of the reconstruction mesh.

4.2 Point Cloud Consolidation

We compare our approach with state-of-the-art point cloud consolidation methods, including robust implicit moving least-square (RIMLS) [Öztireli et al. 2009], edge-aware resample (EAR) [Huang et al. 2013], EC-Net [Yu et al. 2018], Dis-PU [Li et al. 2021], and MFLE [Chen et al. 2021]. At the same time, we introduce 0.25%, 0.5%, 1% Gaussian noise to observe the denoising ability. Figure 9 gives an example of visualizing the difference between these point cloud consolidation approaches. The OCD and OECD statistics are
available in Table 1. We also give a qualitative evaluation in terms of denoising ability, edge awareness, and the normal refinement quality based on our tests. For a fair comparison, we use the pre-trained models (publicly released) for EC-Net and Dis-PU while tuning the parameters for RIMLS, EAR, and MFLE so as to achieve the best scores. It can be seen in Figure 9 that the augmented points by our approach better reflect the edge of the geometry. The challenge of consolidating a CAD-type point cloud lies in accurately inferring the underlying line-type features, but it is hard for RIMLS to reproduce the sharpness of the geometry due to its $C^2$-continuous formulation. Similarly, although EAR, EC-Net, and MFLE are also designed to preserve sharp features, it is not easy for them to sufficiently reproduce the abrupt change of normal vectors across the geometry edge. Dis-PU focuses more on the task of upsampling and targets at distribution uniformity and proximity-to-surface, but does not explicitly preserve line-type features. We show a close-up result in Figure 10 to visualize the difference between EAR and our approach. EAR tends to increase the density of the augmented points near the edge region, but the non-regularized distribution does not easily lead to straight-and-smooth feature lines.

To summarize, CAD-type point clouds are structurally distinct from other models, making the operation of data denoising, edge-zone identification, and point consolidation interdependent. The key idea of our algorithm is based on a weak prior that the point cloud is locally planar, and thus, Step 1, Step 3, and Step 4 of our pipeline focus on regularizing point locations and normal vectors. When point locations and normal vectors become accurate, the edge-point generation step can produce a set of augmented points that align with the edge of the geometry.

Fig. 9. Test point cloud consolidation approaches by introducing different levels of noise. It can be seen that our method can not only effectively eliminate noise but also recover faithful feature lines. Statistics can be found in Table 1.

Fig. 10. Test EAR and our approach on clean and noisy data. It can be seen that EAR increases the density of the augmented points near the edge region, but the non-regularized distribution does not easily lead to straight-and-smooth feature lines.
Table 2. As the reconstruction of a CAD-type point cloud includes a step of point consolidation and a step of mesh generation, we use one point consolidation approach and one surface reconstruction approach to define a combination, where “w.o.” means “without point consolidation”. The best scores are highlighted in bold.

<table>
<thead>
<tr>
<th>Noise</th>
<th>Methods</th>
<th>( R^2 )</th>
<th>( F^1 )</th>
<th>NC ( % )</th>
<th>( ECD ) ( \times 10^3 )</th>
<th>EF1 ( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>no-noise</td>
<td>GD</td>
<td>0.082</td>
<td>0.198</td>
<td>0.710</td>
<td>0.083</td>
<td>0.707</td>
</tr>
<tr>
<td>RIMLS</td>
<td>0.110</td>
<td>0.194</td>
<td>0.591</td>
<td>0.123</td>
<td>0.675</td>
<td></td>
</tr>
<tr>
<td>SPR</td>
<td>0.151</td>
<td>0.184</td>
<td>0.556</td>
<td>0.136</td>
<td>0.658</td>
<td></td>
</tr>
<tr>
<td>P2S</td>
<td>0.161</td>
<td>0.182</td>
<td>0.549</td>
<td>0.138</td>
<td>0.651</td>
<td></td>
</tr>
<tr>
<td>DSE*</td>
<td>0.170</td>
<td>0.180</td>
<td>0.715</td>
<td>0.156</td>
<td>0.706</td>
<td></td>
</tr>
<tr>
<td>RVD/RPD</td>
<td>0.170</td>
<td>0.180</td>
<td>0.715</td>
<td>0.156</td>
<td>0.706</td>
<td></td>
</tr>
<tr>
<td>0.25%-noise</td>
<td>GD</td>
<td>0.123</td>
<td>0.202</td>
<td>0.637</td>
<td>0.142</td>
<td>0.685</td>
</tr>
<tr>
<td>RIMLS</td>
<td>0.111</td>
<td>0.197</td>
<td>0.576</td>
<td>0.130</td>
<td>0.658</td>
<td></td>
</tr>
<tr>
<td>SPR</td>
<td>0.146</td>
<td>0.187</td>
<td>0.541</td>
<td>0.140</td>
<td>0.642</td>
<td></td>
</tr>
<tr>
<td>P2S</td>
<td>0.153</td>
<td>0.186</td>
<td>0.530</td>
<td>0.142</td>
<td>0.636</td>
<td></td>
</tr>
<tr>
<td>DSE*</td>
<td>0.162</td>
<td>0.184</td>
<td>0.516</td>
<td>0.144</td>
<td>0.628</td>
<td></td>
</tr>
<tr>
<td>RVD/RPD</td>
<td>0.170</td>
<td>0.180</td>
<td>0.715</td>
<td>0.156</td>
<td>0.706</td>
<td></td>
</tr>
<tr>
<td>0.5%-noise</td>
<td>GD</td>
<td>0.123</td>
<td>0.202</td>
<td>0.637</td>
<td>0.142</td>
<td>0.685</td>
</tr>
<tr>
<td>RIMLS</td>
<td>0.111</td>
<td>0.197</td>
<td>0.576</td>
<td>0.130</td>
<td>0.658</td>
<td></td>
</tr>
<tr>
<td>SPR</td>
<td>0.146</td>
<td>0.187</td>
<td>0.541</td>
<td>0.140</td>
<td>0.642</td>
<td></td>
</tr>
<tr>
<td>P2S</td>
<td>0.153</td>
<td>0.186</td>
<td>0.530</td>
<td>0.142</td>
<td>0.636</td>
<td></td>
</tr>
<tr>
<td>DSE*</td>
<td>0.162</td>
<td>0.184</td>
<td>0.516</td>
<td>0.144</td>
<td>0.628</td>
<td></td>
</tr>
<tr>
<td>RVD/RPD</td>
<td>0.170</td>
<td>0.180</td>
<td>0.715</td>
<td>0.156</td>
<td>0.706</td>
<td></td>
</tr>
<tr>
<td>1%-noise</td>
<td>GD</td>
<td>0.123</td>
<td>0.202</td>
<td>0.637</td>
<td>0.142</td>
<td>0.685</td>
</tr>
<tr>
<td>RIMLS</td>
<td>0.111</td>
<td>0.197</td>
<td>0.576</td>
<td>0.130</td>
<td>0.658</td>
<td></td>
</tr>
<tr>
<td>SPR</td>
<td>0.146</td>
<td>0.187</td>
<td>0.541</td>
<td>0.140</td>
<td>0.642</td>
<td></td>
</tr>
<tr>
<td>P2S</td>
<td>0.153</td>
<td>0.186</td>
<td>0.530</td>
<td>0.142</td>
<td>0.636</td>
<td></td>
</tr>
<tr>
<td>DSE*</td>
<td>0.162</td>
<td>0.184</td>
<td>0.516</td>
<td>0.144</td>
<td>0.628</td>
<td></td>
</tr>
<tr>
<td>RVD/RPD</td>
<td>0.170</td>
<td>0.180</td>
<td>0.715</td>
<td>0.156</td>
<td>0.706</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11. Comparison with state of the arts of surface reconstruction from different point cloud consolidation methods. The whole pipeline of RFEPS surpasses other methods in terms of reconstruction fidelity and manifoldness.
228:10  •  Rui Xu, Zixiong Wang, Zhiyang Dou, Chen Zong, Shiqing Xin, Mingyan Jiang, Tao Ju, and Changhe Tu

Fig. 12. Comparison with state of the arts on a noisy point cloud input. RFEPS surpasses other methods in both the accuracy and manifoldness of the reconstruction.

Fig. 13. More reconstruction results produced by our algorithm pipeline.

4.3 Surface Reconstruction Quality

The theme of this paper is to recover the underlying geometry, as well as the meshing, from a CAD-type point cloud. It includes a step of point consolidation and a step of mesh generation. Therefore, it is necessary to find the best combination of the point consolidation approach and surface reconstruction approach. Table 2 gives the scores to evaluate various “point consolidation plus surface reconstruction” combinations on point data with various levels of noise, where “w.o.” means “without any point consolidation”.

The surface reconstruction solvers used for comparison include Greedy Delaunay (GD) [Cohen-Steiner and Da 2004], robust implicit moving least-square (RIMLS) [Öztireli et al. 2009], Screened Poisson Reconstruction (SPR) [Kazhdan and Hoppe 2013], Points2Surf (P2S) [Erler et al. 2020], and DSE-meshing (DSE) [Rakotosaona et al. 2021], where P2S, SPR, and RIMLS are implicit methods while GD and DSE are interpolation-based. Note that the reconstruction strategy of the restricted power diagram (RPD) proposed in this paper needs a base surface as the support. We use the output of SPR to provide the base surface, but a different approach could also work.

In addition, all the newly added points by our point consolidation strategy have an edge-point label, which enables us to set a larger weight in computing the RPD (see Section 3.4). The consolidated point clouds by RIMLS and EAR lack the edge-point label, and thus we have to use the RVD instead (all the weights are equal to each other). Our reconstruction pipeline includes a step of regularizing normal vectors (see Eq. (2) and Eq. (9)) and thus does not require the input point cloud to be equipped with reliable normal vectors. It’s worth noting that the given point cloud may lack normal information. Under the circumstance, for those approaches that require normal information, we use PCA to initialize the normal vectors.

The statistics in Table 2 enable us to make some observations. First, our reconstruction pipeline, including the edge-point augmentation strategy proposed in Section 3.1-3.3 and the RPD based reconstruction strategy proposed in Section 3.4, is the best combination - its ECD and EF1 scores are significantly better than other combinations, and its CD/F1/NC scores are better than or comparable to other combinations. Second, it is hard for implicit methods to retain feature lines in the output mesh (see the ECD and EF1.
Fig. 14. Running time (in seconds) of point cloud consolidation and surface mesh reconstruction. Our method is better than or comparable to existing methods.

Table 3. Running time (in seconds) w.r.t the number of points #V. We use the block model shown in Figure 1 for test.

<table>
<thead>
<tr>
<th>#V</th>
<th>10K</th>
<th>30K</th>
<th>50K</th>
<th>70K</th>
<th>100K</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>1.13</td>
<td>0.94</td>
<td>2.17</td>
<td>3.32</td>
<td>5.15</td>
</tr>
<tr>
<td>T2</td>
<td>0.39</td>
<td>0.93</td>
<td>1.94</td>
<td>2.70</td>
<td>3.55</td>
</tr>
<tr>
<td>T3</td>
<td>0.05</td>
<td>0.14</td>
<td>0.21</td>
<td>0.28</td>
<td>0.37</td>
</tr>
<tr>
<td>T4</td>
<td>0.16</td>
<td>0.34</td>
<td>0.81</td>
<td>1.21</td>
<td>1.76</td>
</tr>
<tr>
<td>T5</td>
<td>0.02</td>
<td>0.05</td>
<td>0.10</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>SPR</td>
<td>1.38</td>
<td>1.73</td>
<td>2.89</td>
<td>3.68</td>
<td>4.68</td>
</tr>
<tr>
<td>RPD</td>
<td>0.50</td>
<td>1.01</td>
<td>1.41</td>
<td>1.85</td>
<td>2.59</td>
</tr>
<tr>
<td>Total</td>
<td>3.63</td>
<td>5.14</td>
<td>9.33</td>
<td>13.17</td>
<td>17.67</td>
</tr>
</tbody>
</table>

Fig. 15. Influence of different parameter settings. Top row: $\xi$ is used to tune the degree of denoising. Middle row: the patch radius $r$ influences the width of the feature-line zone. Bottom row: $\mu$ is used to avoid the drift too far away from its original position.

Table 4. Influence of the parameters $\xi$, $r$, and $\mu$ on the reconstruction quality. We report the error relative to the default configurations.

<table>
<thead>
<tr>
<th>$\xi$</th>
<th>$r = 3\delta$</th>
<th>$r = 2\delta$</th>
<th>$r = 1.5\delta$</th>
<th>$\mu$</th>
<th>$\mu = 0.01$</th>
<th>$\mu = 0.001$</th>
<th>$\mu = 1.0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD ($\times 10^3$)</td>
<td>1.001</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>F1 $\uparrow$</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>NC $\uparrow$</td>
<td>0.977</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>ECD ($\times 10^2$) $\downarrow$</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>EF1 $\uparrow$</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
<td>0.992</td>
</tr>
</tbody>
</table>

4.4 Runtime Performance

We report the statistics about running time in Table 3, where the number of points #V ranges from 10K to 100K. Our algorithm consists of multiple stages, and we record the running time for each step: T1: point cloud denoising; T2: edge zone identification; T3: normal-vector regularization; T4: point-location refinement; T5: edge-point generation; SPR: using the SPR to construct the base surface; RPD: using the RPD to generate the final triangle mesh. Considering the steps of edge zone identification, normal-vector regularization and edge-point generation can be parallelized, we use 24 threads to speed up the computation of the three steps. It can be seen from the statistics that the running time of each stage increases linearly w.r.t. #V and T1 is the most time-consuming stage. In our experiments, 50K is the default size of the input point cloud, which requires about 10 seconds. Detailed statistics comparing the run-time performance of different approaches are shown in Figure 14. It can be seen that our algorithm has a competitive run-time performance, especially compared with deep learning techniques.

4.5 Influence of Parameters

Figure 15 visualizes the influence of the parameters $\xi$, $r$, and $\mu$. The parameter $\xi$ in Eq. (2) is used to control the denoising degree. A large $\xi$ tends to suppress the movement of a point whereas a small $\xi$ tends to encourage the smoothness of point locations and normal vectors. We take $\xi = 0.1$ in our experiments. Our algorithm pipeline is insensitive to $\xi$ since the pipeline includes further normal-vector regularization (Step 3) and point-location refinement (Step 4). The patch radius $r$ is used to control the width of the edge zone. If $r$ is too small, it is likely that too few points participate in the optimization (see Eq. (7,11)), leading to the misclassification of points. But if $r$ is
Fig. 16. Visual comparison between k-means [Hartigan and Wong 1979] and our formulation (Eq. (8) and Eq. (9)).

Fig. 17. We prepare a synthetic point cloud with varying point density (a), where the density is visualized in a color-coded style. Our algorithm works well for the irregularly sampled data and can generate faithful edge points (b). By running the RPD, our algorithm is able to yield a polygonal mesh that manifests the real geometry (c), whose triangulation is visualized in (d).

too large, our algorithm may fail for thin-plate models. Figure 15 shows three different results by setting \( r = 3\delta, 2\delta, 1.5\delta \), where \( \delta \) is the average gap between points. In our experiments, we set \( r = 2\delta \) by default. In the step of edge-point generation, we project a point in the edge zone onto the nearby geometry edge. The optimization of Eq. (11) includes a term \( \mu \| z_i - p_i \|^2 \) to avoid point drifting along the potential feature line. We take \( \mu = 0.01 \) by default. Table 4 gives the statistics about how different parameter settings influence the reconstruction quality.

4.6 Optimal Mass Transport v.s. K-means

In this paper, we formulate the task of edge-zone identification as optimal mass transport; See Eq. (8). We further use Eq. (9) to regularize normal vectors. Both of them are implemented based on optimization. Although k-means seemingly works, the contrast visualized in Figure 16 shows that our approach can generate feature lines with higher fidelity, due to the ability of our optimization driven formulation to more accurately characterize the geometric properties of a geometry edge. It’s worth noting that \( k = 2 \) for substituting k-means for Eq. (8) and \( k = 3 \) for substituting k-means for Eq. (9).

4.7 Robustness to Point Density

To the best of our knowledge, most of the existing reconstruction approaches are sensitive to point density. To test the robustness to point density, we prepare a synthetic point cloud with varying point density as shown in Figure 17(a). It can be seen that our reconstruction algorithm pipeline can deal with the irregularly sampled data (see Figure 17(b-d)), because the choice of the parameters \( \xi, r, \mu \) can adapt to the variation of point density. For example, the value of \( r(= 2\delta) \) is related to the average gap between points.
4.8 Results on Real Scans

We scanned several real-life objects with a desktop scanner EinScan SE [SHINING3D 2020] (0.1mm accuracy). As Figure 18 shows, the input points have an inhomogeneous distribution with conspicuous noise; See the close-up views in the second row. Furthermore, quite few points are located on the edge of the geometry. Despite this, our algorithm can effectively eliminate noise, regularize normal vectors (see Figure 18(c)), and infer the precise locations of edge points (see Figure 18(d)). Our algorithm is specially designed for CAD-type point data and each step of the algorithm fully considers the features of CAD models, particularly that the normal vectors have an abrupt change across the feature lines. The reconstructed results show that RFEPS can produce a high-fidelity reconstructed surface with neat feature lines, which validates the robustness and usefulness.

We further demonstrate the capability of our method in accurately reproducing the initial design intent and the specifications of the original project. For validation, we manufacture a model shown in Figure 19 with a 3D printer, scan it into a point cloud, and then reconstruct it into a feature-line equipped polygonal surface by our RFEPS. It can be seen from Figure 19(d) and Figure 19(e) that the reconstruction dimensions are very close to the original design, which validates the usefulness in reconstructing a CAD model.

Furthermore, we use a different scanner [SCANTECH 2021] (SIMSCAN; 0.02mm accuracy) to obtain raw scans of CAD models. The number of points ranges from 100K to 600K. As shown in Figure 20, RFEPS not only accurately recovers the edge points but also achieves high quality reconstruction result, which validates the effectiveness of our method.

4.9 Potential Applications

The biggest benefit of recovering a feature-line equipped model lies in supporting various model edit tasks such as locally resizing a model. Upon the surface being reconstructed, it is easy to decompose the whole surface into a set of surface patches. As Figure 21 shows, each facet of the CAD surface is either planar or cylindrical. With the prior knowledge about surface types, the detailed implicit equation of each facet can be fitted following [Du et al. 2021], which enables one to quickly estimate the driven parameters for defining each surface primitive. Therefore, users are allowed to specify different parameters to resize the shape locally.
where work has two steps of refining normal vectors. It is necessary to test (see Eq. 11): (approximately planar), it is hard for Eq. (11) to infer the precise upsampling algorithms.

Fig. 23. Test the robustness to normal inconsistency and noise by observing the quality of the augmented edge points. Top row: We randomly reverse 5%, 10%, 20% normal vectors, respectively. Bottom row: We add 5%, 10%, 20% noise to normal vectors, respectively.

5 LIMITATION

Dihedral angle. REFPS, in its current form, supports a dihedral-angle range of \([\pi/6, 5\pi/6]\). If the dihedral angle is too close to \(\pi\) (approximately planar), it is hard for Eq. (11) to infer the precise projection position of a point in the edge zone due to numerical issues; See the top row of Figure 22. If the dihedral angle is too close to 0 (a sharp turn) or the model contains a very thin part, the RPD may produce misconnections between two points on different sides; See the bottom row of Figure 22.

Normal inconsistency and noise. Note that our multi-stage framework has two steps of refining normal vectors. It is necessary to test if our algorithm highly depends on normal consistency and accuracy. In Figure 23, the top row shows the augmented edge points when one randomly flips 5%, 10% and 20% normal vectors, while the bottom row shows the augmented edge points when one adds white-noise perturbation to normal vectors before edge-point generation (see Eq. 11):

\[
\mathbf{n} = \frac{\mathbf{n} + \mathbf{r}\mathbf{n}_{\text{rand}}}{\|\mathbf{n} + \mathbf{r}\mathbf{n}_{\text{rand}}\|},
\]

where \(\mathbf{n}_{\text{rand}}\) is a random unit vector, and \(\tau = 5\%, 10\%, 20\%\) respectively. As a multi-stage framework, normal consistency influences Step 2 and Step 3 during point cloud consolidation. However, as shown in Figure 23, REFPS is insensitive to normal inconsistency. It fails only if the point cloud has severe normal inconsistency, i.e., a 20% reverse percentage.

Planarity assumption. The main purpose of the planarity assumption is to generate edge points and help restore feature lines. We use the example shown in Figure 24 to test if our algorithm can restore a smooth surface for a cylindrical shape. Although our algorithm contains a step of denoising point locations, the resulting points are not placed in an orderly arrangement along the generatrix; See Figure 24(a-c). The surface smoothness has to depend on high point sampling density; see Figure 24(d-f). Therefore, it can be seen from Figure 24 that the additional points produced by our algorithm may not help with increasing the smoothness, unlike those point upsampling algorithms.

Fig. 24. The planarity assumption in our algorithm may not help with increasing the surface smoothness, unlike those point upsampling algorithms. (a-c) A 5K-size point cloud, the augmented point set and the reconstruction result. (d-f) 50K-size.

6 CONCLUSION

In this paper, we propose to transform noisy point data of a CAD model into a feature-line equipped polygonal surface. Our algorithm consists of multiple stages, two of which are edge-point consolidation and feature-line preserving reconstruction. For the stage of edge-point consolidation, we propose a formulation of discrete optimal mass transport to identify the edge zone and generate sufficiently many additional points that align with line-type geometric features. For the stage of feature-line preserving reconstruction, we use the restricted power diagram to interpolate the augmented point set while giving higher priority to the connections between edge points. Experimental results show that the combination of the two proposed techniques is able to exploit the prior knowledge about CAD models, that is, the target surface consists of multiple smooth patches stitched together by rigid feature lines. Tests on both synthetic and raw-scan data validate the effectiveness and usefulness of the proposed algorithm.
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