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1 Introduction: Guaranteed Frame Rate

Guaranteed Frame Rate (GFR) is intended to provide a minimum rate guarantee to VCs at the frame level. GFR could be used by connections that can neither specify sustainable rate and burst size parameters, nor can be subject to the ABR source rules. These applications could benefit from a minimum rate guarantee by the network, along with an opportunity to fairly use any additional bandwidth left over from higher priority connections. The original GFR proposals [8, 9] describe two possible implementations for GFR:

- Using per-VC queuing (fair scheduling) and per-VC accounting (buffer management).
- Using FIFO queuing and per-VC policing (GCRA based tagging/dropping).

In the April'97 meeting, it was shown by [2] that it is difficult to provide end to end rate guarantees with per-VC policing and FIFO queuing for TCP traffic. It was also clear that per-VC queuing together with per-VC accounting can provide minimum rate guarantees. However, it was unclear at that point, if the addition of per-VC accounting to FIFO queuing with per-VC policing would be enough provide the necessary guarantees. Also, with per-VC queuing, the role of tagging needs to be studied carefully.

We explore three different mechanisms – policing, buffer management, and scheduling – for providing minimum guarantees to TCP traffic. We conclude that per-VC scheduling (fair queuing) is necessary to ensure minimum rate guarantees. We also discuss the dynamics of the interactions of per-VC scheduling with buffer management and policing. In this contribution, we present simulation results for infinite TCP traffic.

2 Design Options for Implementing GFR

There are three basic tools that can be used by the UBR service to provide the per-VC rate guarantees of GFR:

1. Policing.
2. Buffer management.
3. Queuing.

In the following subsections, we discuss the mechanisms for each of the three options and describe our implementations of each. We then present our simulation results with various combinations of policing, buffer management and queuing to provide GFR.

2.1 Policing

GFR conformance is specified by a generic cell rate algorithm (GCRA) based policing mechanism. The conformance definition maps the frame level GFR guarantees to cell level guarantees. The
GCRA parameters are 1/MCR (minimum cell rate) and BT(MBS) + CDVT. Here BT is the burst tolerance corresponding to the maximum burst size (MBS), and CDVT is the cell delay variation tolerance associated with the rate. MBS is defined as MBS = two times the CPCS-SDU (common part convergence sublayer service data unit) size in cells. This is twice the maximum frame size that can be sent by the application using the GFR connection.

Like GCRA, a token count is maintained by the leaky bucket, and a token is consumed by each conforming cell. A non-conforming cell does not consume a token. Cell conformance is determined as follows:

When the first cell of a frame arrives, if there are at least MBS/2 tokens in the bucket, then the cell (as well as the whole frame) is conforming, else the cell (frame) is non-conforming. If the frame is conforming, then every subsequent cell of the frame consumes a token, and if the frame is non-conforming then none of its cells consume a token. Tokens are replenished at the rate of MCR. Non-conforming frames may be tagged or dropped. This policing mechanism allows marking of complete frames.

We implemented the corresponding **continuous state leaky bucket algorithm** described as follows:

Let the first cell of a frame arrive at time $t$. Let $X$ be the value of the leaky bucket counter, and $LCT$ be the last compliance time of a cell. Let $I = 1/MCR$, and let $BT = (MBS-1)(1/MCR-1/PCR)$.

When the first cell of a frame arrives (at time $t$):

\[ X_1 := X - (t - LCT) \]

**IF** ($X_1 < 0$) **THEN**

\[
X_1 := 0 \\
\text{CELL IS CONFORMING} \\
\text{TAGGING := OFF}
\]

**ELSE IF** ($X_1 < BT/2 + CDVT$) **THEN**

\[
\text{CELL IS NON-CONFORMING} \\
\text{TAG/DISCARD CELL} \\
\text{TAGGING := ON}
\]

**ELSE**

\[
\text{CELL IS CONFORMING} \\
\text{TAGGING := OFF}
\]

**ENDIF**

**IF** ($\text{CELL IS CONFORMING}$)
X := X1 + I
LCT := t
ENDIF

When subsequent cells of a frame arrive (at time t) then:

IF (TAGGING == ON) THEN
  TAG/DISCARD CELL
ELSE
  CELL IS CONFORMING
  X1 := MAX(X - (t - LCT), 0)
  X := X1 + I
  LCT = t
ENDIF

Notes:

- An exception can be made for the last cell of the frame (e.g., EOM cell for AAL5 frames). Since the last cell carries frame boundary information, it is recommended that the last cell should not be dropped unless the entire frame is dropped. For this reason, a network may choose to not tag the last cell of a frame. In our implementation we do not drop or tag the last cell of a frame.

- Policing is typically performed at the entrance to a network. The non-conforming frames can either be tagged or discarded. The source end system can also tag lower priority frames for preferential discard by the network. The stream of untagged frames in a VC is called the CLP0 stream, while the entire stream is called the CLP0+1 stream.

- When a network element sees a tagged frame, it cannot tell if the frame was tagged by the source end system or an intermediate network. This has significant influence in providing rate guarantees to the CLP0 stream, and is further discussed in section 2.2.

2.2 Buffer Management

Various buffer management schemes can be used as mechanisms for congestion avoidance and control. These include preferential dropping of tagged frames over untagged frames when mild congestion is experienced, and the use of per-VC accounting to fairly allocate buffers among the competing connections.

In the April’97 meeting, it was shown [2] that providing rate guarantees with policing and preferential dropping of tagged frames was very difficult for TCP traffic. A combination of large frame size and a low buffer threshold (at which tagged frames are dropped) is needed to provide minimum rate guarantees. This is undesirable because low thresholds result in poor network utilization.

However, it was unclear at that point, if adding per-VC accounting to FIFO queuing with per-VC policing would be enough provide the necessary guarantees. We have experimented with a buffer allocation policy called **Weighted Buffer Allocation (WBA)** based on the policies outlined in
This policy assigns weights to the individual VCs based on their MCRs. The weights represent the proportion of the buffer that the connection can use before it is subject to drop. The WBA policy is described below:

Figure 1: Drop behavior of buffer management policy

Figure 1 illustrates the conditions under which frames may be dropped due to buffer overflow. When a the first cell of a frame arrives on a VC, if the current buffer occupancy (X) is less than a threshold (R), then the cell and the remaining cells of the frame are accepted. If the buffer occupancy exceeds the congestion threshold, then the cell is subject to drop depending on two factors – is the cell tagged? and, is the buffer occupancy of that VC more than its fair share?

Under mild congestion conditions, if there are too few cells of a VC in the buffer, then an attempt is made to accept conforming cells of that VC. As a result, if the VC’s buffer occupancy is below its fair share, then a conforming (untagged) cell and the remaining cells of the frame are accepted, but a tagged cell and the remaining cells of the frame (except the last) are dropped. In this way, at least a minimum number of untagged frames are accepted from the VC.

If the buffer occupancy exceeds the mild congestion threshold, and the VC has at least its share of cells in the buffer, then the VC must be allowed to fairly use the remaining unused buffer space. This is accomplished in a similar manner as the schemes in [6], so that the excess buffer space is divided up equally amongst the competing connections.

The switch output port consists of a FIFO buffer for the UBR+ class with the following attributes:

- **K**: Buffer size in cells.
- **R**: Congestion threshold in cells (0 ≤ R ≤ K).
- **X**: Number of cells in the buffer.
• **Y_i**: Total number of cells of VCI in the buffer.
• **L_i**: Total number of untagged cells of VCI in the buffer.
• **Z**: Parameter (0 ≤ Z ≤ 1)
• **W_i**: Weight of VCI (for example W_i = MCRi/(Total UBR capacity)). ΣW_i < 1
• **Na**: Number of active VCs, i.e., VCs with cells in the buffer.

When the first cell of a frame arrives:

IF (X < R) THEN

ACCEPT CELL AND FRAME

ELSE IF (X > R) THEN

IF ((L_i < R*W_i) AND (Cell NOT Tagged)) THEN

ACCEPT CELL AND FRAME

ELSE IF ((Y_i - R*W_i)*Na < Z*(X-R)) THEN

ACCEPT CELL AND FRAME

ELSE

DROP CELL AND FRAME (except the EOM cell)

ENDIF

ENDIF

Further drop policies like EPD and PPD can also be used with a more severe congestion threshold on top of the WBA threshold R. In our simulations we do not use EPD/PPD with WBA.

Per-VC buffer management can be effectively used to enforce tagging mechanisms. If the network does not perform tagging of VCs, but it uses the tagging information in the cells for traffic management, then per-VC accounting of untagged cells becomes necessary for providing minimum guarantees to the untagged (CLP0) stream. This is because, if a few VCs send excess traffic that is untagged, and no per-VC accounting is performed, then these VCs will have an excess number of untagged cells than their fair share in the buffer. This will result in conforming VCs (that tag all their excess traffic) receiving less throughput than their fair share.

The conforming VCs will experience reduced throughput because the non-conforming but untagged cells of the overloading VCs are not being isolated. This could be the case even if per-VC queuing in a *shared buffer* is performed. If all VCs share the buffer space, then without per-VC buffer
management, the overloading VCs will occupy an unfair amount of the buffer space, and may cause some conforming frames of other VCs to be dropped. Thus, no matter how frames are scheduled (per-VC or not), if the switch allows an an unfair distribution of buffer occupancy, then the resulting output will also be unfair.

If a network does not tag the GFR flows, its switches should not use the information provided by the CLP bit unless they implement per-VC buffer management. We will show in section 4 that with per-VC queuing and EPD (without per-VC buffer management), a switch can provide rate guarantees for the CLP0+1 flow, but not for the CLP0 flow.

2.3 Fair Queuing (per-VC scheduling)

Fair queuing can control the outgoing frame rate of individual VCs. It was shown by [2] that with network tagging, fair queuing with preferential dropping of tagged frames (without per-VC management) can provide end to end rate guarantees for infinite TCP traffic. Our simulation results verify the intuition that that minimum rate guarantees for the CLP0+1 flow can be provided simply by fair queuing and EPD like buffer management. There is no need to look at the CLP bit to provide rate guarantees to the CLP0+1 flow. If the source end system does not tag its excess traffic, then it is arguable if the CLP0 flow has any special meaning for the end system. In this case, it might be just as appropriate in terms of end to end throughput to provide a GFR guarantee to the CLP0+1 flow.

To provide rate guarantees to the CLP0 flow, per-VC accounting of the CLP0 flow must be performed along with per-VC scheduling. This protects the network from overloading sources that do not tag their excess traffic.

We implement a Weighted Fair Queuing like service discipline to provide the appropriate scheduling. The details of the discipline will be discussed in a later contribution. The results of our simulation are discussed in section 4.

3 Simulation of SACK TCP over GFR

This section presents the simulation configuration of the various enhancements of TCP and UBR presented in the previous sections.

3.1 The Simulation Model

All simulations use the N source configuration shown in figure 2. All sources are identical and infinite TCP sources. The TCP layer always sends a segment as long as it is permitted by the TCP window. Moreover, traffic is unidirectional so that only the sources send data. The destinations only send ACKs. The delayed acknowledgement timer is deactivated, and the receiver sends an ACK as soon as it receives a segment. The version of TCP used is SACK-TCP. SACK TCP uses selective acknowledgements to selectively retransmit lost segments. SACK-TCP has been shown to improve the performance of TCP especially for large delay networks. Details about our implementation of SACK TCP can be found in [7].
Most of our simulations use 15 sources. We also perform some simulations with 50 sources to understand the behavior with a large number of sources.

![Diagram of network configuration](image)

**Figure 2: The N source TCP configuration**

Link delays are 5 milliseconds. This results in a round trip propagation delay of 30 milliseconds. The TCP segment size is set to 1024 bytes. For this configuration, the TCP default window of 64K bytes is not sufficient to achieve 100% utilization. We thus use the window scaling option to specify a maximum window size of 600,000 Bytes.

All link bandwidths are 155.52 Mbps, and peak cell rate at the ATM layer is 149.7 Mbps after the SONET overhead. The duration of the simulation is 20 seconds. This allows for adequate round trips for the simulation to give stable results.

In our simulations, the end systems do not perform any tagging of the outgoing traffic. We measure performance by the end to end effective throughput obtained by the destination TCP layer. The goal is to obtain an end-to-end throughput as close to the allocations as possible. Thus, in this contribution we look at the aggregate CLP0+1 flow. Further work needs to be done to measure performance of the CLP0 flow.

### 4 Simulation Results

#### 4.1 N TCP sources with equal rate allocation

We simulated N TCP sources on a 155 Mbps link. Each source was allocated 1/Nth of the link capacity. We used only a per-VC accounting based buffer management policy called Selective Drop [6]. Figure 3 shows the resulting end to end TCP performance with switch buffer sizes 12000 cells and 24000 cells for 15 and 50 sources.
Figure 3 plots the average efficiencies of the 4 simulation experiments. For the 15 (50) source configurations, each source has a maximum expected throughput of about 8.2 (2.5) Mbps. The actual achieved throughput is divided by 8.2 (2.5), and then the mean for all 15 (50) sources is found. The point plotted represents this mean. The vertical lines show the standard deviation below and above the mean. Thus, shorter standard deviation lines mean that the actual throughputs were close to the mean. Standard deviation is an indicator of the fairness of the sources’ throughputs. A smaller standard deviation indicates larger fairness.

In figure 3, all TCP throughputs are within 20% of the mean. The mean TCP throughputs in the 15 source configuration are about 8.2 Mbps for both buffer sizes. For 50 sources, the mean TCP throughputs are about 2.5 Mbps. The standard deviation from the mean increases with increasing buffer sizes for the 15 source configuration. The increase in buffer sizes leads to more variability in the allocation, but as the number of sources increases, the allocation reduces, and so does the variability. All configurations exhibit almost 100% efficiency, and the fairness for large number of sources is high. *Equal allocation of the available bandwidth for TCP traffic to the CLP0+1 flow can be achieved by per-VC accounting only.*

4.2 N TCP sources with unequal rate allocations

The N TCP connections were divided up into 5 categories of bandwidth allocations. For example, 15 sources are divided into groups of 3, with MCRs of approximately 2.6 Mbps, 5.3 Mbps, 8 Mbps, 10.7 Mbps, 13.5 Mbps. To achieve unequal allocations of end to end throughputs, we tried two options:

1. Per-VC accounting (Weighted Buffer Allocation) with tagging.
2. Per-VC scheduling without tagging or accounting.

Figure 4: Per-VC Accounting+Tagging: Unequal Rate Allocations

Figure 4 shows the resulting allocations obtained from the simulations for tagging and per-VC accounting. The 5 points represent the efficiencies obtained by the 5 categories of bandwidth allocations. The horizontal dotted line represents the target efficiency (100% Thus, the average allocation of the first category was over 2.5 times its target allocation (2.6 Mbps), while the last category received 0.8 of its allocation (13.5). The dotted line represents the target efficiency for each category. The total efficiency (not shown in the figure) was almost 100%. The figure shows that per-VC accounting with tagging cannot effectively isolate competing TCP traffic streams. We tried various drop thresholds $R$ for WBA, and $R = 0.5$ achieved the best isolation. However, the achieved rates were not close to the target rates. *FIFO buffering with Per-VC buffer allocation together with tagging is not sufficient to provide GFR guarantees.*

Figure 5 shows the resulting allocations obtained for the 15 source unequal rate configuration with per-VC scheduling without tagging or accounting. The figure shows that the achieved throughputs are close (within 10%) to the target throughputs for the CLP0+1 stream. Also the total efficiency (not shown in the figure) is over 90% of the link capacity. This is the target capacity set for the per-VC scheduler. From this, we conclude that *per-VC queuing is necessary to achieve minimum rate guarantees for infinite TCP traffic.*

To provide rate guarantees to the CLP0 flow, per-VC accounting is needed to separate the CLP0 frames of the different VCs. If tagging is performed by the network on all the VCs, then per-VC accounting may not be necessary, and preferential dropping of tagged frames with per-VC scheduling should be sufficient. Simulation results of this configuration are under current study.
5 Summary

To summarize, our goal has been to find ways to provide GFR guarantees to infinite TCP traffic flows. So far, we have considered the case where the TCP end systems do not perform tagging. We measure performance by the end to end effective TCP throughputs of the CLP0+1 stream. The following conclusions can be drawn for infinite TCP/IP traffic.

- FIFO queuing with per-VC accounting based buffer management is not sufficient to provide GFR guarantees.
- GFR guarantees to the CLP0+1 stream can be provided by per-VC queuing (fair scheduling) alone. This is irrespective of any tagging operations.
- To provide guarantees to the CLP0 flow, the network must perform per-VC buffer management in addition to per-VC queuing. This protects the CLP0 traffic of conforming flows from flows whose non-conforming frames are not tagged either by the end system or by the network.

The results from the April’97 meeting [2] and this contribution can be summarized by table 1. The table shows the eight possible options available with per-VC accounting, tagging (by the network) and queuing. An “X” indicates that the option is used, and a “-” indicates that it is not used. The GFR column indicates if GFR guarantees can be provided by the combination specified in the row.
<table>
<thead>
<tr>
<th>Per-VC Accounting</th>
<th>Per-VC Tagging</th>
<th>Per-VC queuing</th>
<th>GFR</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>-</td>
<td>-</td>
<td>No</td>
<td>Clearly</td>
</tr>
<tr>
<td>X</td>
<td>-</td>
<td>-</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>X</td>
<td>-</td>
<td>No</td>
<td>Shown by [2]</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>-</td>
<td>No</td>
<td>Shown here</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>X</td>
<td>Yes</td>
<td>Only for the CLP0+1 stream</td>
</tr>
<tr>
<td>X</td>
<td>-</td>
<td>X</td>
<td>Yes</td>
<td>Also for CLP0 stream</td>
</tr>
<tr>
<td>-</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>Results under current study</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Yes</td>
<td>Also for CLP0 stream</td>
</tr>
</tbody>
</table>
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